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" Machine Learning: art or science?

Process with many actors and tools (model lifecycle)

raw data @, pPreprocess train predict
—_— = — — —
ﬁ ﬁ
data engineers ML engineers Deployment
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” Machine Learning: art or science?

Process with many actors and tools (model lifecycle)

Requires significant knowledge and experience

raw data @B, Preprocess train predict
A v,, — e I
ﬁ ﬁ
data engineers ML engineers Deployment
how to parse? how to run? how to select?
how to clean? how to choose? how to reproduce?
how to (re)use? how to tune? how to (re)use?
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(@

Can we organize all our resultsand %
Q learn from this prior experience? <

o
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What if...
we could organize the world'’s -

machine learning information

and make it universally
accessible and useful?
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Machine Learning components
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Datasets Tasks Flows Runs
(+ meta-data) (problem meta-data) (algorithm meta-data) (model meta-data)

file, url version how to evaluate dependencies, configurations,
detailed structure evaluations
(pipelines, neural nets)
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For every dataset, find all models built (and which are best)
For every model, get the exact dataset and algorithm used

For every algorithm, find how useful it is for every dataset

:S ><a
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Reproducibility

For every model, get the exact dataset and algorithm used
How do | reproduce this result?

Can | trust you? =, . Can [ build on you?

Where are you? ..............................
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metadata ..., Mmetadata
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How do | collect all this metadata?
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21 ofc flexible, lightweight
Re p rOd UcCi b | I |ty manual annotation, heterogeneous metadata

data, code,... outside of system

System of execution System of record

log_data_version('x’,1)

log_param('x’,1) \

log_metric('x’,1):

=

meta-database

experiments, projects, models,...
visualizations, search
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auto-logging, homogeneous rich metadata

Re p rOd uci bl I Ity requires tool integration, less flexible

tool-specific / host-specific

System of execution = system of record

g experiments, projects, models,...
N—— visualizations, search
meta-database
............ RAE I 4
.......... ' :::,::‘.’ .0‘000...“ a uto_log on run
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auto-logging, homogeneous rich metadata

Re p rOd U Ci b | I |ty easy sharing and reuse

less flexible, client-side compute

OpenML API

a experiments, projects,
N—)
—

object store meta-database

visualizations, search :
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Easy sharing, discovery, reuse

All (meta)data is collected and organized automatically

Web Ul

= openml.get_data(1)

openml.get_flow(1)
Local apps REST API openml.get_run(1)
hosted/local
& = 1
Jwr
Cloud jobs

import via API

% data.publish()

— n oipeline.publish()

e’

run.publish()
Notebooks
-

\ 4
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Web Ul

OpenML

Discover

Data sets

. Tasks

Flows
Runs

Collections

D Task Types

|:hl  Measures

cs People

Learn more

BP Documentation

' .
= Get involved

OpenML Foundation

Terms & Citation

Qur team

- Browse everyone’s shared data (new.openml.org)

& 962k @0 &0

eeg-eye-state

Supervised Classification: predict 'Class’,
evaluate with 10-fold Crossvalidation

£ 955k 0 &0

hill-valley

Supervised Classification: predict 'Class’,
evaluate with 10-fold Crossvalidation

€ 924k 90 &0

ozone-level-8hr

Supervised Classification: predict 'Class’,
evaluate with 10-fold Crossvalidation

€ 90.8k @0 &0

ozone-level-8hr

Supervised Classification: predict 'Class’,
evaluate with 10-fold Crossvalidation

$ 907k @0 &1

banknote-authentication

Supervd@l Classification: predict 'Class’,
evaluatg@with 10-fold Crossvalidation

B8990k 0 &0

Top 1000 runs shown

sklearn.pipeline.Pipeline(imputation=openmlstudy14..
sklearn.svm.classes.SVC(5)

weka.SMO_RBFKernel(4)
sklearn.model_selection._search.RandomizedSearchCV..
sklearn.pipeline.Pipeline(imputation=openmlstudy14..
weka.KStar(4)
sklearn.neighbors.classification.KNeighborsClassif..
sklearn.neighbors.classification.KNeighborsClassif..
mir.classif.xgboost(6)

mir.classif.xgboost(4)
sklearn.pipeline.Pipeline(pca=sklearn.decompositio..
mir.classif.ranger(15)
sklearn.pipeline.Pipeline(imputer=sklearn.preproce..
weka.kf.AttributeSelection-Ranker-ReliefF-KStar(1)
mir.classif.ranger(16)
sklearn.pipeline.Pipeline(imputation=openmistudy14..
sklearn.pipeline.Pipeline(columntransformer=sklear..
mir.classif.ranger(9)

sklearn.svm.classes.SVC(32)
weka.FilteredClassifier_MultiSearch_RandomForest(1..
mir.classif.ranger(13)

weka.RandomForest(9)

weka.kf.RandomForest(1)
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datasets ----» flows (pipelines)
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Frictionless machine learning

Share easily from where you create
Import easily into your working environment (in uniform formats)
Run wherever you want

data.publish() run.publish()
un.publi
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Frictionless machine learning

task = get task(

wrap(df).publish() \\\;:::f\\
/

run.publish()
clf = MyClassifier()
run = run_model(clf,task)

APls: _'C = C Integrations: @ K
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Examples

@

from sklearn import ensemble
from openml import tasks, runs

clf = ensemble.RandomForestClassifier()
task = tasks.get task(3954)

run = runs.run_model on task(clf, task)
run.publish()

More examples on https://docs.openml.org/Python-examples/
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Examples

import torch.nn
from openml import tasks, runs

model = torch.nn.Sequential(

processing net, features net, results net)
task = tasks.get task(3954)
run = runs.run_model on task(clf, task)
run.publish()

Full example on https://openml.github.io/blog/
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Examples

mir

library(mlr)
library(OpenML)

lrn = makelLearner("classif.randomForest")
task = getOMLTask(3954)

run = runTaskMlr(task, 1lrn)
uploadOMLRun(run)

More examples on https://docs.openml.org/R-API/
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Scalable collaborations

Anyone can share useful data
Anyone can import data, design algorithms, share models
Anyone can find and reuse the best algorithms/models

OpenML

shared a new data set

| found a better model'

OpenML: Sharing and reproducing machine learning experiments



OpenML Community

150000+ yearly users 20000+ datasets
8000+ registered contributors 8000+ flows
500+ publications 10.000.000+ runs
| N
A §

&

- N 7,238



Automating machine learning

Reuse all shared metadata to learn how to learn
Lower barriers by automating hard or time-consuming aspects

=e—"  ~gu

< ><;n

=} Py
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//

similar AR

S o,
datasets . ~_ //
best prior models
v
>
— , Automated ML toolbox ,
= Meta-learning / transfer learning
new dataset best new models
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THE DATA SCIENTIST'S #1 EXCUSE FOR
LEGITIMATELY SLACKING OFF:
“THE AUTOML TOOL 1S OPTIMIZING MY MODELS!”

HEY! GETBACK
TOWRK. ./

TU/e

OpenML: Democratizing and automating machine learning



Automating machine learning

auto-sklearn: uses OpenML to warm-start the search for the best pipelines

AutoML
system

{Xtrain‘ y'train‘
Xtesb be C}

Feurer et al. 2016

ABLR (Amazon): uses OpenML to learn how to search hyperparameters

meta-model: predicts
algorithm performance

Pz(N)

Perrone et al. 2017
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Automating machine learning

ProbMF (Microsoft): uses OpenML to recommend the best algorithms

5000 pipelines on
576 datasets . ¢
:? "‘ i .
g P o - Recommender
RS - system
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Latent dimension 1 FUS| et al 201 8

GAMA (TU/e): quickly evolves optimal pipelines for a given input dataset

Crossover Mutation

Time in hours

Gijsbers et al. 2018
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Human-Al interaction

Algorithms learn from models shared by humans
Humans learn from models built by bots

Timeline

Area under roc curve

Flow: DeepForest.DeepForest(4)
Area under roc curve: 0.8858
Training time (seconds): null
Uploader: Jeroen van Hoof

Click for more info

- a
.. 0’.0 7 i{“

Metric: AREA UNDER ROC CURVE

Contributions over time

every point is a run, click for details

0.8 '5 ¢
.. models built models built
by humans by AutoML bots
0.2
6. Mar 20. Mar 3. Apr 17. Apr 1. May 15. May 29. May
Date
frontier Joaquin Vanschoren Hilde Weerts edorigatti Joel Goossens Niels Hellinga Mingpeiyu Zhang
Evertjan Peer stevens jethefer Hongliang Qiu Yezi Zhu Janos Szedelényi Chin-Fang Lin Wenting Xiong
M de Roode Tianyu Zhou Lirong Zhang Ruud Andriessen Stefan Majoor Angelo Majoor Changbin Lu
Irfan Nur Afif Nan Yang Niels de Jong Thomas Hagebols Stanley Clark Joost Visser Jeroen van Hoof
Xiaolei Wang Timothy Aerts Lieuwe Stooker Corbin Joosen Jos Mangnus Luis Armando Perez Rey
Jet van den Broek Thijs Ledeboer Brent van Strien Arun Tom Skariah Sako Arts Xugiang Fang Yongyu Fan
Suraj lyer Filip Obers Laurens Reulink Kevin van Eenige Tong Wu Jan van Rijn yq OpenML_Bot R

Raphaél Couronné Mikaél Le Bars



Join us! (and change the world)

Active open source community
Hackathons 2-3x a year
We need bright people
- ML, Devs, UX
OpenML Foundation




Thank you!
T T

¥ @open_ml
@ OpenML

‘& www.openml.org
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http://www.openml.org
http://www.openml.org

Thanks to the entire OpenML star team

Guiseppe Casalicchio

Prabh;nt Singh

Erm Ledell

M ’7‘* /
’.,2
Marcel Wever ‘-)

. Markus Weimer
Neil Lawrence and many more!

Janek Thomas

Sy




Architecture

@ K mir @

v v v

WEB Ul (React)«» PYTHON API C# API R API JAVA CLI
SERVER CORE REST API
(FLASK)
SEARCH DATABASE S3 OBJECT STORE
(ELASTICSEARCH) (MYSQL) (MIN.IO)

client-side (local)

ML library
Integrations

bindings

service layer

data layer
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